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Abstract—In this paper, we introduce an Asynchronous Multi-view Learning (AML) approach to allow accurate transfer of activity classification models across asynchronous sensor views. Our study is motivated by the highly dynamic nature of health monitoring using wearable sensors. Such dynamics include changes in sensing platform (e.g., sensor upgrade) and platform settings (e.g., sampling frequency, on-body sensor location), which result in failure of the machine learning algorithms if they remain untrained in the new setting. Our approach allows machine learning algorithms to automatically reconfigure without any need for labeled training data in the new setting. Our evaluation using real data collected with wearable motion sensors demonstrates that the average classification accuracy using our automatically labeled training data is 85.2%. This accuracy is only 3.4% to 4.5% less than the experimental upper bound, where ground truth labeled training data are used to develop a new activity recognition classifier.

I. INTRODUCTION

Wearables, leveraging with computational algorithms, have emerged as a revolutionary technology in many application domains in healthcare and wellness [1], [2]. The most commonly used computational algorithms for such applications are based on supervised machine learning techniques. Retraining of these algorithms requires collecting a sufficient amount of labeled training data, it’s a time consuming, labor-intensive, and expensive process that has been identified as a major barrier to personalized medicine [3]. This problem becomes more challenging considering the highly dynamic deployment of wearable equipments and rapid upgrade of the sensor platforms.

One common scenario is, having a training dataset of human activities collected using an old platform, to perform activity recognition for unlabeled dataset collected in a new sensor platform utilizing the labeled training data from the old view. Directly applying previously-trained machine learning algorithms on the new unlabeled dataset will result in a dramatic decline of the classification accuracy.

In this paper, we introduce an activity recognition approach, Asynchronous Multi-view Learning (AML), for knowledge transfer between distinct sensor views where the old and new sensors do not sample the physical activity simultaneously. At the core of our AML algorithm is an inter-feature mapping (IFM) method to facilitate information learning by associating instances and attributes of the two datasets collected in two different views.

¹Y. Ma and H. Ghasemzadeh are with the School of Electrical Engineering and Computer Science, Washington State University, Pullman, WA 99164 USA (phone: 509-335-8260; e-mail: yuchao.ma@wsu.edu, hassan@eecs.wsu.edu).

II. TRANSFER LEARNING FRAMEWORK OVERVIEW

We refer to an old platform as ‘source’ and a new one as ‘target’. An arbitrary application for sensor data collection and feature extraction works in the same way on both platforms, but we do not have access to its internal parameters. We assume that only a labeled dataset from ‘source’ is available, and that ‘target’ can sample the activity to generate an unlabeled dataset. Furthermore, we assume that the set of activities of interest to be identified is known a priori.

Given a set of activity labels \( L \in \{1, 2, \ldots, m\} \), a reference/source view \( R \) with a dataset \( D_R \) and corresponding labels \( L_R \), and a target view \( T \), the problem of Asynchronous Multi-View Learning (AML) is to construct a labeled training dataset in \( T \) and develop a classification algorithm for \( T \) such that the misclassification error is minimized.

To identify activities in the target view \( T \) by exploiting the labeled data from the asynchronous source view \( R \), we first collect data in the target view and build an unlabeled dataset \( D_T \). Fig. 1 illustrates the architectural overview of the proposed solution framework.

A. Mapping

Although the features computed in \( D \) and \( T \) are of the same type, the distribution of the features in the two feature spaces of \( D_R \) and \( D_T \) can be entirely different. Furthermore, the ordering of the features can be different because physical attributes of the two platforms can be different. Therefore, the first phase in our algorithm is to appropriately map each feature \( f_R^i \) in \( D_R \) to one feature \( f_T^i \) in \( D_T \) such that they refer to the same actual feature (e.g., they both refer to standard deviation of X-axis accelerometer) in feature set
Given two datasets $D_R$ and $D_T$ with the same set of features $f_S$, an inter-feature mapping score for $f_R^i$ and $f_T^j$ is a real value ranging from 0 to 1 indicating the likelihood of $f_T^j$ being associated with $f_R^i$.

In an asynchronous scenario, the variable changes for $f_R^i$ and $f_T^j$ are independent and the sequence of the instances in the two views can be random. Therefore, we use Kullback-Leibler (K-L) divergence to estimate information loss by representing one feature using the other as below.

$$\Delta_{KL} = P(f_R^i) \times \log \frac{P(f_R^i)}{P(f_T^j)}$$

where $P$ denotes the probability density function of the specific feature.

Given two datasets $D_R$ and $D_T$, and a mapping score IFMS, Inter-Feature Mapping (IFM) is the problem of finding a perfect bipartite matching $M$ between $D_R$ and $D_T$, such that the overall IFMS of all the matched pairs is maximized.

Fig. 2 shows the workflow and the stepwise output of our inter-feature mapping algorithm.

### Algorithm 1 Algorithm for Relation Estimation

**Input:** $D_R$ and $D_T$  
- $n \leftarrow$ number of features in $D_R$ and $D_T$
- for $i$ is $1 \rightarrow n$
  - normalize $f_R^i$, $f_T^j$ to $[0, 1]$
- end for

for each $bin$ in BinSizes do
  for $i$ is $1 \rightarrow n$
    for $j$ is $1 \rightarrow n$
      $dist_{KL} = P(f_R^i) \times \log \frac{P(f_T^j)}{P(f_R^i)}$
    end for
    $f_{best} \leftarrow$ the feature in $D_T$ with smallest $dist_{KL}$
    $S_{bin}^i \leftarrow f_{best}$
  end for
end for

for $i$, $j$ is $1 \rightarrow n$
  $C(i, j) \leftarrow$ percentage of $j$ appears in $S_i^j$ for all bins
end for

**Output:** Confidence matrix $C$
B. Problem Transfer

The confidence matrix $C$ can be represented as a complete bipartite graph. We recall that a desired matching is a perfect matching on this complete bipartite graph that maximizes the sum of IFMS values. This problem is a classical matching problem in combinatorial optimization [4].

A Feature Equivalent Graph (FEG) is defined as follows. $\text{FEG} = (V, E)$, $V \in \{f_R, f_T\}$ is a complete graph where the edge weights are computed according to the following rules: (1) if $(i, j)$ is an edge from $f_R$ to $f_T$, then $w_{ij} = 1 - C(i, j)$; (2) if $(i, j)$ is an edge from $f_T$ to $f_R$, then $w_{ij} = 0$; (3) if $e(i, j)$ connects two features in the same dataset, then $w_{ij} = \infty$.

It can be observed that, the solution to a minimum bipartite matching is in fact a minimum cost Hamiltonian path on FEG. We transfer the inter-feature matching problem to a problem of detecting a minimum path that goes through all the vertices in the graph exactly once. This problem is known as Traveling Salesman Problem (TSP).

C. Matching Determination

We use a computationally simple heuristic algorithm, namely Nearest Neighbor, to solve the TSP problem. It is proved that the output of the Nearest Neighbor algorithm is within 25% of the Held-Karp lower bound [5], [6].

Given the weight matrix $W$, we start a path from a random feature in $D_R$, finding the unvisited neighbor with the smallest weight. Based on the definition of $W$, the selected feature must be in $D_T$. The path is gradually explored until all vertices are visited. Considering the output path may vary according to the exploration order of vertices, we run the path searching algorithm for $n$ times. This results in $n$ Hamiltonian paths. We then eliminate zero-weighted edges from $f_T$ to $f_R$, but keep the edges from $f_R$ to $f_T$. As a result, one Hamiltonian path will be computed as the perfect bipartite matching.

The $n$ perfect bipartite matchings are first sorted according to the number of repetitions, and then sorted by the total cost of the corresponding path. The final matching $M$ is the one appearing most frequently and having the smallest cost compared with other matchings with the same repetition.

IV. Validation

For evaluation purpose, we conducted an experiment where a participant was asked to attach a Shimmer [7] sensor firmly on the left wrist, and to perform several daily activities for 10 times each. The activities include ‘normal walking’ and ‘running’ at comfortable speed, and ‘lifting up arms along medial-lateral (ML) direction’. Motion data were generated by 3D accelerometer and 3D gyroscope integrated in the Shimmer sensor platform. Data were transferred to a computer wirelessly over Bluetooth in real-time.

To simulate distinct sensor platform views, at least one platform parameter varies from one trial to another. Three types of programmable parameter were tested as listed in Table I. It is observed that any parameter change would cause significant difference in the sensor readouts even for the same activity.

<table>
<thead>
<tr>
<th>Parameter Changes</th>
<th>Number of Test</th>
<th>Correct Feature Matching</th>
<th>Average Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>One</td>
<td>14</td>
<td>8.5/9</td>
<td>84.8%</td>
</tr>
<tr>
<td>Two</td>
<td>12</td>
<td>8.3/9</td>
<td>86.6%</td>
</tr>
<tr>
<td>Three</td>
<td>4</td>
<td>7/9</td>
<td>83.9%</td>
</tr>
</tbody>
</table>

For one parameter change, only one of the three above-mentioned parameters set differently between the reference dataset and the target. While, in the case of two and three parameter changes, a random combination of multiple parameters were different between the two datasets. Our algorithms achieved at least 83.9% accuracy in activity identification by taking the reference of a labeled asynchronous dataset.
C. Classification Accuracy

To evaluate the effectiveness of activity classification using labeled dataset obtained by our algorithms, we first separated every dataset into two partitions with roughly equal size of instances for all three activities. We then randomly chose one subset as training, while the other was used for testing. We compared our results with the upper bound accuracy obtained using ground truth labeled data and a baseline labeling as the lower bound accuracy. The ground truth labeling refers to manually annotated activity-label in the experiment, and hence, is used to compute the upper bound accuracy. To estimate the baseline performance, we designed a random matching test case. It randomly generated an inter-feature mapping between the selected training set and another asynchronous dataset with true activity-label. Then, the training set was transformed and labeled following the same procedure described in Section II with the given matching result.

For classification on the separate test data, four popular machine learning algorithms, namely Decision Tree, Nearest Neighbor, Logistic Regression and Naive Bayes, were ran on Weka platform. Fig. 3 shows the results of average classification accuracy according to the number of different parameters between the training set and its reference asynchronous dataset for labeling. For ground truth labeling, it didn’t use reference dataset, so the classification result was the same for a given training set and test set.

This comparison showed that classification accuracy based on AML labeled training set is 3.5% less than the upper bound for one parameter change, 3.39% less for two parameters change, and 4.51% less for three parameters change. However, given a randomized inter-feature matching, the accuracy dropped at least 25.8% over all the cases.

We also reported the classification accuracy of various machine learning algorithms leveraging with proposed AML labeling approach, as it shown in Fig. 4. It can be observed that, labeling the training set using AML algorithm and predicting the activity-label for test set using Nearest Neighbor can achieve the best performance, with an accuracy at least 85.2% for all the cases.

V. CONCLUSION AND FUTURE WORK

In this paper, we introduced an Asynchronous Multi-view Learning (AML) approach for classification knowledge transfer. Our pilot study focused on activity recognition using wearable sensors. We demonstrated that we could develop an accurate feature mapping algorithm for knowledge transfer across asynchronous sensor views. The proposed approach enables the use of classification knowledge from an already configured platform to predict activity-label for asynchronously collected data on distinct platforms.

In this paper, we focused on knowledge transfer between wearable sensors for activity recognition. We are currently improving the robustness of our algorithms on more complex cases, as well as investigating the potential of AML approach for use with other health monitoring applications. Furthermore, we plan to study the AML problem for knowledge transfer across heterogeneous sensors.
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