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Lifestyle interventions with the focus on diet are crucial in self-management and prevention of many chronic conditions such as obesity, cardiovascular disease, diabetes, and cancer. Such interventions require a diet monitoring approach to estimate overall dietary composition and energy intake. Although wearable sensors have been used to estimate eating context (e.g., food type and eating time), accurate monitoring of dietary intake has remained a challenging problem. In particular, because monitoring dietary intake is a self-administered task that involves the end-user to record or report their nutrition intake, current diet monitoring technologies are prone to measurement errors related to challenges of human memory, estimation, and bias. New approaches based on mobile devices have been proposed to facilitate the process of dietary intake recording. These technologies require individuals to use mobile devices such as smartphones to record nutrition intake by either entering text or taking images of the food. Such approaches, however, suffer from errors due to low adherence to technology adoption and time sensitivity to the dietary intake context.

In this article, we introduce EZNutriPal\(^1\), an interactive diet monitoring system that operates on unstructured mobile data such as speech and free-text to facilitate dietary recording, real-time prompting, and personalized nutrition monitoring. EZNutriPal features a natural language processing unit that learns incrementally to add user-specific nutrition data and rules to the system. To prevent missing data that are required for dietary monitoring (e.g., calorie intake estimation), EZNutriPal devises an interactive operating mode that prompts the end-user to complete missing data in real-time. Additionally, we propose a combinatorial optimization approach to identify the most appropriate pairs of food names and food quantities in complex input sentences. We evaluate the performance of EZNutriPal using real data collected with 23 human subjects who participated in two user studies conducted in 13 days each. The results demonstrate that EZNutriPal achieves an accuracy of 89.7% in calorie intake estimation. We also assess the impacts of the incremental training and interactive prompting technologies on the accuracy of nutrient intake estimation and show that incremental training and interactive prompting improve the performance of diet monitoring by 49.6% and 29.1%, respectively, compared to a system without such computing units.

\(^1\)Resources for EZnutriPal are publicly available at https://github.com/niljaribi/EZNutriPal
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1 INTRODUCTION

Chronic conditions such as obesity, diabetes, cardiovascular disease, and cancer are long known as leading causes of death and major contributors to the growing healthcare costs worldwide [35]. The ability to accurately monitor food intake, measure calorie consumption, and analyze diet patterns are central to the development of clinical interventions that aid with the prevention and self-management of chronic conditions [5]. Conventional methods to estimate nutrient intake utilize self-administered questionnaires focused on food frequency, meal recalls, and food diaries [14, 45]. These methods are, however, error-prone due to challenges related to (i) short-term memory, (ii) low user adherence, and (iii) recording and estimation errors [45]. Therefore, it is imperative that we develop a novel diet assessment methodologies that are affordable, accurate, and easy-to-use.

The utility of mobile devices (e.g., smartphones) and wearables (e.g., wrist-bands, necklaces) for diet monitoring is encouraging due to the pervasive nature of these devices and their continued widespread utilization [34, 42]. Although wearable sensors have been utilized to detect contextual attributes of eating (e.g., eating time, food type, and eating style), these technologies have not advanced to the level where they can measure the dietary composition and calorie intake. Mobile devices, on the other hand, have been used to ease the process of self-administered diet monitoring for detailed dietary intake estimation such as calorie consumption measurement. This process involves recording food intake information through structured input such as structured text [38]. Current text-based mobile dietary monitoring technologies require the end-user to utilize structured text input and explicitly specify food intake information such as 'food name', 'portion size', and 'eating time'. Such a self-monitoring approach is burdensome and adherence to technology adoption has been reported to decline over time [11, 30].

To address the limitations of existing dietary self-monitoring technologies, we propose an entirely new approach in which multi-modal unstructured mobile data such as speech and free-text are used along with intelligent computational models for real-time, personalized, and accurate dietary monitoring. Our proposed system, called EZNutriPal, allows for easy recording of food intake, incremental learning of new foods, and dealing with complex input data collected in uncontrolled environments. EZNutriPal features a unique combination of novel human-computer-interaction, computational intelligence, and combinatorial optimization methodologies for diet monitoring in real-world settings.

Our goal is to develop a computational framework that uses user-expressed unstructured input for dietary recording, develops incrementally trained natural language processing techniques to tag nutrition data, performs an accurate mapping between food names and food-related entities, and conducts string matching for food name identification from a nutrition database (e.g. USDA nutrition database). The novel contributions offered in this article can be summarized as follows.

- **Named entity recognition:** We devise a named entity recognition (NER) approach to substantially reduce the number of queries made to the nutrition database. Prior research used a pattern matching approach where natural language processing tags were generated for every word in the expressed input and looked for an existing pattern among combinations of natural language processing tags [24]. Such an approach, although simple, results in many irrelevant queries being made to the nutrition database prior to calorie intake computation. As a result of developing a named entity recognition model in EZNutriPal, we reduce
the number of database queries by 76.8% (see Section 5). The proposed named entity recognition approach directly tags the input sentence for nutrition-related data, thus leaving out irrelevant words from further processing.

- **Incremental learning**: EZNutriPal uses a human-in-the-loop approach where new input patterns are added to the training data and new classification models are automatically trained utilizing the natural language processing unit. The newly added training data are labeled by a human subject. The labeled entities are then added to the end-user’s individualized nutrition dataset. Prior work assumed that the nutrition database is static in the sense that it contained a limited number of food names and associated nutrient per unit as a reference for nutrient intake computation [24]. As a result, the nutrition database could not grow dynamically to recognize new food items automatically. The new incremental learning feature in EZNutriPal allows the system to learn the user’s unique diet behavior (i.e., unique food items and the way they are expressed) in a short period of time (e.g., 6 days on average).

- **Real-time prompting**: one limitation of current nutrition monitoring technologies is that they assume that the expressed input data is complete without any missing data regarding dietary intake. As an example, for an expressed food name without a portion size, current technology assumes a default portion size. Therefore, the actual dietary intake numbers could be overestimated or underestimated depending on the quality of the input data. EZNutriPal addresses this problem by prompting the end-user, in real-time, for missing data to improve the accuracy of nutrition intake computation. We show that real-time prompting improves the accuracy by 29% (see Section 5).

- **Optimization for accurate mapping**: we recognize that it is possible that complex sentences with multiple unique food items and several portion size values are expressed in an unstructured fashion. Prior research, however, assumed that a single sentence per recording session is expressed [24]. That is, in any dietary expression, only one food item with its associated food quantity is expressed by the end-user. In order to find an optimal mapping from food names to expressed food quantities, we pose an Integer Linear Programming (ILP) [6] formulation with the objective function of minimizing the mapping error as computed by the overall distance between food names and food quantities based on their location in the sentence. We then model this problem as an assignment problem and propose a combinatorial approach, based on the Hungarian algorithm, to find an optimal mapping from the food names to food quantities.

EZNutriPal is a novel dietary monitoring framework that works on unstructured mobile data (text and/or speech). An array of data processing units is proposed, including natural language processing, prompting, mapping, and string matching to extract computationally-verified dietary information from unstructured data and to compute nutrient information such as calorie intake. By constructing a named entity recognition approach and developing an incremental training mechanism, application-specific natural language processing is performed to efficiently tag nutrient data. To this end, an intent classification model is trained for classifying the sentences into nutrition-related or non-nutrition-related groups. Specifically, an entity classification model is devised to tag the input sentences with nutrition-related entities. This model is trained on a dataset that contains labeled entity training data. The classification models in EZNutriPal are trained incrementally as more training data are expressed by the end-users and annotated by a human observer. Our extensive analysis of real data demonstrates the significance and feasibility of EZNutriPal for continuous and real-time diet monitoring with an overall accuracy of 89.7% of nutrient intake estimation.

### 2 RELATED WORK

With a continuously growing incidence, chronic conditions such as heart disease, cancer, and diabetes remain the leading causes of death and disability [7, 48]. For example, more than 39% of adults and 13% of youth are obese globally [21]. Chronic diseases often create complex health challenges. For instance, being obese causes
insulin resistance in diabetic patients and increases the risk of cardiovascular disease and cancer [32]. Yet, chronic conditions are known to be preventable and manageable through early detection and lifestyle interventions such as those focused on improving diet and physical activity.

Lifestyle interventions that focus on improving diet require an approach for dietary monitoring such as estimating calorie intake. One of the earliest methods in estimating calorie intake is self-monitoring utilizing questionnaires about food frequency, meal recalls, and food diaries [14, 45]. However, these methods are error-prone, burdensome, biased to memory, and suffer from low user adherence [45]. Calculating calorie consumption by end-users results in underestimation and/or overestimation of the dietary intake. Prior research reported that calorie intake of unhealthy foods is overestimated by 17% and that of healthy foods is underestimated by 16% [10]. Another study reported that users underestimate the nutrient intake by more than 37% [20]. Therefore, novel methodologies are warranted for efficient and accurate dietary self-monitoring [34, 42].

The utility of mobile devices and wearable sensors for health monitoring is encouraging [1, 15, 31, 40]. Mobile devices such as smartphones are personal commodities that are always carried by users. Studies show that more than 58% of the people own a smartphone [27]. As a result of these developments, patients’ interest in utilizing mobile devices for health monitoring is increasing (e.g., at 62.8% and 70.6% for monitoring mental health and symptoms, respectively [46]). From a technology development standpoint, mobile devices are also advantageous due to various embedded sensors used in mobile devices and the continuous wireless connectivity that is available on mobile devices. Therefore, mobile devices offer unique features for eating behavior administration and nutrition monitoring [29].

Wearable sensors and mobile devices are widely used for physical activity monitoring based on data collected from sensors such as accelerometer, gyroscope, and piezoelectric sensor [2, 13, 19, 23, 41]. These systems are used to assess diet and stress [13, 17, 37]. However, the devices that are concerned with assessing multiple health factors may use a manual data entry process [39, 47]. Several researchers developed wearable systems for monitoring dietary context such as eating time, food type, and eating style. A system based on piezoelectric sensors embedded in a necklace was proposed for food type detection from skin motions [3]. In another work, a method was proposed for detecting and characterizing chewing bouts using piezoelectric sensors embedded in temporalis muscle [16] where the system achieved an accuracy of 96.3%. Another study proposed a bite counting method by tracking wrist motions that obtained 89% accuracy in the targeted counting tasks [44]. Although these systems collect eating-related data seamlessly, their utility is limited to portion control or eating detection rather than estimating nutrient intake.

Several researchers proposed the use of computer vision in energy intake monitoring. This method was initially proposed as a replacement method for pen/pencil in order to ease the diet monitoring for adolescents [9]. However, prior research also emphasizes the challenges associated with utilization of pen/pencil techniques in younger generations who demonstrated less desire in adopting such technologies [4]. In such systems, end-users take an image of their food. The image is then classified using machine learning techniques for food type detection. Many approaches based on food images aim to help subjects estimate the portion size associated with the food images. Previously, researchers considered the correlation between the region of food in the image and its portion as a method of estimating portion size [33]. DietCam is an automatic food classification method based on computer vision techniques. The system utilized a method called multi-view multi-kernel Support Vector Machine (SVM) [22], which required end-users to take three different images from multiple angles. In another study, the authors proposed a system consisting of a smartphone and a laser attachment [43]. This method was developed to measure daily food intake by capturing the depth of food objects in the images. Researchers proposed a framework in another research study, which utilized a reference object for estimating food volume from a single-view 2D image [12]. In another work, a method was proposed for 3D reconstruction from a 2D image taken by a wearable device [26]. A known-size plate was utilized as a necessary reference for volume measurement. In another work, a framework called mFR is proposed that allows the users to send the images of their food and beverages to a server.
for food/beverage type detection and volume estimation [8]. In order for this system to be useful, the images of the food/beverage should be taken before and after food consumption. Image-based nutrition monitoring is time-sensitive; it requires the end-users to record data prior to eating. Moreover, these methods lack the solution for complex unstructured food items, and they cannot assess the detailed content of the food which results in reduced accuracy. Additionally, volume estimation is a sophisticated task, due to different food shapes and appearances. Another weakness of these methods is an inconsistent image quality using different smartphones. Current research in this area requires further data collection in uncontrolled settings and with the use of mobile devices. Currently, many studies in this area used web images, which may not be a good representative of real-world scenarios. Additionally, providing visual information exclusively is not enough to recognize the food.

Another class of nutrition monitoring technologies is commercial mobile applications, which require structured user input, wherein the end-user is responsible for feeding data for each required field by the system in a structured manner [36]. Typing manually is burdensome, error-prone, and time-consuming; moreover, it reduces adherence over time. EZNutriPal is an entirely new framework for dietary monitoring from unstructured mobile data such as speech and text. Our preliminary results [24, 25] suggested that unstructured speech may improve the accuracy of diet monitoring by enhancing adherence and ease-of-use. We showed that it is possible to develop algorithms that analyze spoken language for dietary intake estimation. The voice-controlled devices such as Alexa and Google home have become popular since it is the preferred way of human-machine interaction. It is known that the use of voice input is advantageous in particular when the user’s hand is busy, spelling is important, the device has a small keyboard (e.g., in smartwatch), the user is physically unable to type, or natural language interaction is preferred.

Fig. 1 High-level overview of the EZNutriPal: The system consists of data acquisition, natural language processing, prompting, mapping, string matching, nutrition database, and nutrient intake calculator units.
3 EZNUTRIPAL FRAMEWORK DESIGN

EZNutriPal aims to monitor nutrition intake from unstructured input data such as spoken language and free-format text which are common interaction modalities on mobile devices. A high-level schematic of the framework is shown in Fig 1. At the core of the system are natural language processing and string matching units that identify parts of the expressed input data that are relevant to the task of diet monitoring. However, in addition to these units, EZNutriPal devises a prompting unit and a mapping unit to enhance the quality of the gathered data. In what follows, we present an overview of the framework followed by a more detailed explanation of each unit.

3.1 Overview

As shown in Fig 1, input to our system can be in the form of unstructured data. Therefore, the end-user is not limited to a specific format for expressing their diet intake. The input is fed into a natural language processing unit, which is composed of two classification models, *intent classification* and *entity classification*, placed in series. The input text is classified into nutrition- or non-nutrition-related data using the intent classification model. The intent classification model is trained on an intent training dataset, which is extended over time as new intents are expressed by the end-user. Assuming that the input is classified as nutrition-related, the sentence is then transferred to the next module of the natural language processing unit (i.e., entity classification). The entity classifier is used to tag the sentence with nutrient-related entities such as food name, portion size, and unit. The entity classification model is trained using an entity training dataset.

During intent classification, if the input sentence is classified as a non-nutrition-related sentence, the end-user is notified about the sentence not being recognized. Thereafter, the sentence is reviewed and labeled by an expert, and subsequently added to the intent training dataset. If the entity classification model does not find the required entities, the end-user is prompted for the missing information. The end-user may provide additional data following the prompt; however, the main purpose of the prompting is to add more labeled data to the training dataset to obtain a more accurate model.

The next processing unit in EZNutriPal is referred to *mapping unit*, which is responsible for finding food quantities (e.g., portion size and unit) for each food name in the expressed input sentence. Prior to calculating nutrient intake, a string matching unit is utilized to locate the food name in the nutrition database. If the food name is not matched with any items in the database, an approximate matching approach is used to identify the most similar entry to the input food name in the nutrition database. Thereupon, tuples of verified nutrition data are obtained and passed on to a nutrient calculator unit for calculating nutrients of interest based on the inferred verified data.

Different nutrient values can be calculated by the nutrient calculator unit. Let \( \mathcal{K} = \{K_1, \ldots, K_m\} \) be the set of nutrients of interest. Examples of such nutrients include calorie, protein, carbohydrate, and sugar. Assume that the verified data contains a set of identified food items, their portion sizes, and their expressed units. Let \( \mathcal{F} = \{F_1, \ldots, F_n\} \) be the verified data extracted from the input which is fed into the nutrient calculator unit. Each entry in the verified data is a tuple \( F_i = <f_i, p_i, u_i> \) where \( f_i, p_i, \) and \( u_i \) denote food name, portion size, and unit associated with \( i \)-th entry in the input data, respectively. Given a verified set of \( F_i \) entries and a nutrient of interest \( K_j \), the nutrient calculator will first query the database to obtain the amount of nutrient value associated with each \( f_i \) and \( K_j \). To calculate nutrient intake, a database of food names and their specified nutrients per serving need to be available. An example of this database is the United States Department of Agriculture (USDA) national database [18], which is also used for validation of our diet monitoring framework. The nutrient value, \( v_{ij} \), obtained from this database, is the amount of nutrient per unit \( u_i \). We can compute \( v_{ij} \) as shown in Equation 1.

\[
v_{ij} = \text{Query}(f_i, K_j, u_i)
\]
After querying the database for each $f_i$ in the verified data, the nutrient calculator computes the total amounts of nutrient intake for the expressed sentence as in Equation 2.

$$V_j = \sum_{i=1}^{n} v_{ij} p_i$$  \hspace{1cm} (2)

Algorithm 1 shows the nutrition monitoring procedure using EZNutriPal. In this algorithm presentation, $S_j$, refers to the raw sentence, which is the end-user’s input in the form of either unstructured text or converted-to-text unstructured spoken language.

**Algorithm 1** Nutrition Monitoring Algorithm Using EZNutriPal

1: **procedure** EZNutriPal-algorithm
2: **Input:** Set of raw sentences $S = \{s_1, s_2, ..., s_p\}$, Threshold, $K_j \in K$
3: **Output:** a list of different nutrient values
4:  \hspace{0.5cm} for each $s_i$ in $S$ do
5:  \hspace{1cm} $[\text{[FoodName]}, \text{[PortionSize]}, \text{[Unit]}] \leftarrow \text{NLP}(s_i)$
6:  \hspace{1cm} $F_i \leftarrow \text{Mapping}(S, \text{[FoodName]}, \text{[PortionSize]}, \text{[Unit]})$  \hspace{0.5cm} $\triangleright$ Adds mapped tuples to $F_i$
7:  \hspace{1cm} for each $F_i$ in $F$ and $K_j$ do
8:  \hspace{1.5cm} $[p_i'] \leftarrow \text{TupleExtractor}(p_i)$
9:  \hspace{1.5cm} $[u_i'] \leftarrow \text{TupleExtractor}(u_i)$
10: \hspace{1.5cm} $[f_i'] \leftarrow \text{StringMatching}(f_i, \text{Threshold})$
11: \hspace{1.5cm} $<f_i, p_i, u_i> \leftarrow <f_i', p_i', u_i'>$
12: \hspace{1.5cm} $v_{ij} \leftarrow \text{Query}(f_i, K_j, u_i)$
13: $V_i = \sum_{i=1}^{n} v_{ij}$  \hspace{0.5cm} $\triangleright$ Nutrient value associated with sentence $S_i$

An example of how EZNutriPal process input data for calorie intake estimation is shown in Fig 2. The raw sentence (i.e., “I had cup of mac and cheese and 10 almonds for lunch”) is sent to the natural language processing unit. This unit first classifies the sentence into nutrition or non-nutrition related data using an intent classification model. In this example the sentence is classified as nutrition-related; therefore, the sentence is passed on to the entity classification model for tagging purposes. The entity classification model is responsible for tagging the sentence into nutrition specific data (i.e., food name, portion size, and unit) using a rule-based model trained on entity training data which is categorized to a specific number of entities. After tagging, ‘cup’, ‘mac and cheese’, ‘10’, and ‘Almonds’ are labeled/tagged as ‘Unit’, ‘FoodName’, ‘PortionSize’, and ‘FoodName’, respectively. Among all the nutrient specific data specified in the entity training data, some of them are defined as required information. Every time the sentence is tagged, the prompting unit examines the sentence for the required tags. If one or more of the required nutrition tags are missing in the sentence, EZNutriPal prompts the end-user for the missing information. If the end-user does not respond to the prompt, a default value is assigned to the corresponding entity. Thereafter, the data is sent to the mapping unit to extract the verified data. Each food name in the sentence is mapped onto food quantities associated with that. In this example, the portion size associated with ‘mac and cheese’ is missing; therefore, a default value is mapped to the food name. Moreover, the unit of measurement is missing for ‘almonds’, the mapping unit assigns a default value for that. The result of mapping is two tuples of data $<\text{mac and cheese}, \text{defaultVal}, \text{cup}>$ and $<\text{almonds}, \text{10}, \text{defaultVal}>$. The string matching unit locates the food names in the
Fig. 2 (1) input is text/audio; EZNutiPal outputs a string; (2) intent classification model is trained using intent training data and classifies each input sentence to nutrition or non-nutrition specific class; (3) entity classification model tags the sentence into nutrition specific words; (4) prompting module prompts for unrecognized sentences or missing information in those sentences; (5) mapping unit maps the food names to their associated nutrient specific data; and (6) nutrient calculator unit calculates the nutrient value.

3.2 Natural Language Processing Unit

Natural language processing is the ability of a machine to understand humans’ pronouncement as it is spoken in order to provide responses to them. Conventional natural language processing aims to tag individual words in a given sentence. This approach, however, is unable to extract structured information from unstructured text. In this work, our effort is focused on entity-relationship models that allow EZNutriPal to understand complex user-expressed intents and therefore infer recognize various nutrition-related data in the input sentence. For this purpose, specific types of nutrition-related data are searched in the input text, including the order of information, the location of each nutrient data in the text, and the previous tags. A recognition model is trained using this information for future predictions.
A typical processing pipeline for named entity recognition is shown in Fig 3. In our work, input to the named entity recognizer is the sentence given to the EZNutriPal by the end-user. The output of this pipeline includes two models, one trained to classify the user input into nutrition and non-nutrition data, and the other trained for tagging the words in the input sentence with associated entities.

![Fig. 3 Processing flow for named entity recognition.](image)

The details of the natural language processing unit devised in EZNutriPal is illustrated in Fig 4. The natural language processing unit contains 4 main modules including intent training data, intent classification model, entity training data, and entity classification model. The input to EZNutriPal is classified using a rule-based model trained using the existing intent training data. This training dataset of intents grows over time as new intent data are added to the framework; further, the intent classification model is continuously retrained using the extended training data. If the data is classified as a nutrition-related intent, the entity classification model tries to tag the user’s input data based on the predefined nutrition-related entities. The un-tagged nutrition-related data are added to the entity training data and used to retrain the entity classification model. This incremental learning approach enables EZNutriPal to improve the accuracy of its natural language processing as more training data becomes available over time.

![Fig. 4 Natural Language Processing unit in the EZNutriPal framework](image)

In what follows, each module within the natural language processing unit is explained in more detail. The intent classification model is executed each time the end-user enters data into the system. This module is trained using the available intent training data. Thereafter, the trained model is utilized to classify the user data as nutrition-related or non-nutrition-related intents. Upon classification of the input as a nutrition-related intent, the entity classification model is called. However, if the input data is not classified as being nutrition-related, the
end-user is notified about their input being not recognized for nutrition monitoring. The recorded data, however, is reviewed by a human expert, annotated, and added to the intent training data. The intent training dataset is initially filled with the most likely intents utilized by the end-user to express their nutrition intake. As EZNutriPal continues collecting data from the end-user, the newly annotated intents are added to the intent training dataset, which triggers retraining of the intent classification model.

The entity training dataset contains nutrient-specific data such as food-name, portion-size, and unit of measurement. The entity classification model tags end-user’s input sentence based on existing entities in the entity training dataset. As an example, when the entity classification model is applied to the sentence “I had a cup of milk for breakfast”, the model will assign tags ‘PortionSize’, ‘Unit’, and ‘FoodName’ to the words ‘a’, ‘cup’, and ‘milk’, respectively. Moreover, complex food names such as ’2% milk’, ‘pepperoni pizza’, and ‘fuji apple’, which exist in the entity training dataset, can be located in the input sentence using the entity classification model. The different representations of the unit of measurements are added to entity training dataset as well. For example, the word glass in “one glass of milk” is mapped to cup in the dataset.

We recognize that it is possible that some of the entities might be missing in a given input sentence. In such a case, the end-user is prompted in real-time about the missing entity/tag (i.e., food name, portion size, and unit). For example, entering the sentence “I had bread for breakfast.” will result in the system prompting the end-user for the portion size (i.e., by issuing the prompt “how much did you eat?”). The new data obtained from the end-user or the training data for each entity is added to the entity training dataset and a new classification model is incrementally trained on the updated training data. This incremental learning approach allows us to ensure that the entity training data will be personalized for each end-user.

3.3 Mapping Unit

After processing the data through the natural language processing unit, the raw sentence and tagged nutrient-related data are passed onto the mapping unit. Nutrition-related data (FoodNames, PortionSizes, Units) are separately identified in the input sentence; therefore, the mapping unit is responsible for determining association among the data items. This mapping unit is composed of two modules including value extractor and tuple extractor. Fig 5 shows a block diagram of the unit.

3.3.1 Value Extractor module. The tagged nutrient-related data contains words with different nutrient-specific tags (i.e., food-name, portion-size, and unit). The tagged data might have words that cannot be used by the framework for extracting nutrient-data from the nutrition database. For example ‘a’, ‘half’, and ‘tablespoon’ are not recognizable by the nutrition database; therefore, value extractor module utilizes a data repository to map unrecognized data to an understandable word or number by the nutrition database. The output of the
value extractor module for the above-mentioned example is ‘1’, ‘0.5’, and ‘tbsp’, associated with ‘a’, ‘half’, and ‘tablespoon’, respectively.

### 3.3.2 Tuple Extractor module

We recognize that the end-user may report food intake without specifying all the food quantities corresponding to the expressed food names. Consider, as an example, the input sentence "I had cheeseburger (380 cal) with 5 chicken nuggets (44.4 cal) and ice cream (259 cal) and 10 almonds (1 cal).". Mapping food names to the quantities based on the order in which they appear in the input sentence may result in inaccurately calculating nutrient intake values. For the considered example, a mapping approach based on the ordering of the nutrient-related data will result in the following tuples, <'cheeseburger', '5', 'defaultValue'>, <'chicken nuggets', '10', 'defaultValue'>, <'ice cream', 'defaultValue', 'defaultValue'>, and <'almond', 'defaultValue', 'defaultValue'>, which leads to an estimated calorie intake of 2604 kCal while the actual value is only 871 kCal.

We formulate the problem of tuple extraction as an integer linear programming problem and propose a heuristic to solve the mapping problem.

**Problem Formulation.** EZNutriPal performs the mapping between food names and their associated food quantities based on the relative distance between each food name and food quantity in the sentence. It is quite likely that the number of food quantities is less than the number of food names due to incomplete information provided by the end-user or because of error the processing pipeline in the system; therefore, we enhance the efficiency of our approach by breaking the solution into two steps: nutrient data partitioning and food quantity labeling.

The partitioning step aims to find the relation between food names and their associated food quantities. If the constraints of the problem meet, we assign exactly one tagged word from each food quantity (entity) to each food name to minimize the total distance between the mapped food name and the food quantity.

There can be $k$ food quantities associated with each food item. Assume that the partitioning algorithm groups the nutrient data gathered from the user’s input into two partitions. The first partition is a list of $n$ food items tagged in the sentence. The second partition has $m$ tagged food quantities corresponding to the $k_{th}$ entity (food quantity) (e.g. $m$ portion sizes in the sentence) such that $n \geq m$. We calculate the distance between the $i_{th}$ food item $f_i$ and $j_{th}$ element of the $k_{th}$ entity, $e_{kj}$. We find an optimal entity for each food name such that the sum of distances between food items and their associated entities are minimized. An Integer Linear Programming (ILP) formulation of this optimization problem is as follows.

Minimize

$$\sum_{i=1}^{n} \sum_{j=1}^{m} d_{ij} x_{ij} \quad (3)$$

Subject to:

$$d_{ij} = L(e_{kj}) - L(f_i) \quad (4)$$

$$d_{i(i-1)} x_{ij} \geq 0, \quad \forall i, j \quad (5)$$

$$\sum_{i=1}^{n} x_{ij} \leq 1, \quad \forall j \quad (6)$$

$$x_{ij} \in \{0, 1\}, \quad \forall i, j \quad (7)$$

where $L(e_{kj})$ and $L(f_i)$ denote the locations of $e_{kj}$ and $f_i$ in the sentence, respectively. The measure $d_{ij}$ represents the distance between $e_{kj}$ and $f_i$. We note that it is more probable for the food quantities to precede the food name in the English language. Constraint 4 guarantees that food names appear after their corresponding food quantities. Constraint 5 is employed to guarantee that among all food quantities of each type at most one is assigned to each food item.

**Graph Modeling.** The nature of the problem is an assignment problem; therefore, it can be modeled using a bipartite graph and solved as a matching problem. The bipartite graph is constructed based on the partitioning of
the food names and food quantities to represent the two shores of the graph. We note that this graph will not necessarily be a complete bipartite graph.

Fig 6 shows the complete bipartite graph, the table, and final bipartite graph for a sentence with 10 food items and 8 entities. Assume that we have an n×m table X filled based on the problem constraints discussed previously. If e_{kj} is located after the previous food name f_{i-1} (L(e_{kj}) > L(f_{i-1})), the variable x_{ij} is set to ‘1’. It is set to ‘0’ otherwise. For each x_{ij}=1 in the table, we draw an edge in the graph. Each entity can be assigned to only one food name because food names are expected to have one associated tagged nutrient data of each specific entity. This simple procedure will give us the bipartite graph that will be used for food-to-quantity mapping.

**Problem Solution.** The optimization problem for mapping is the problem of finding dij values that minimize the total distance from fi to all the e_{kj} while meeting the problem constraints. This problem is in the form of a Linear Assignment Problem and can be solved using Hungarian method [28].

We propose a simple polynomial time algorithm, based on the Hungarian method [28], to solve the mapping problem. The algorithm is shown in Algorithm 2. Our goal is to assign at most one entity to each food name such that the total distances of assignments are minimized. This problem can be viewed as a weighted matching problem. Since G(V,E,W) is a bipartite graph where |F| ≥ |E|, we find a perfect matching in G to minimize the assignment costs. The Hungarian approach utilized in this work runs in O(n^3) where n = max(|F|, |E|) = |F|.

3.4 String Matching Unit

A list of mapped nutrient-specific data produced by the mapping unit is passed to the string matching unit. This unit contains two modules including exact matching and approximate matching. A schematic of this unit is shown in Fig 7.

The system aims to search for each food name in the nutrition database. In case the system was not able to locate the exact food name in the first step, an approximate matching approach is utilized. This is a technique for finding a match between two strings approximately. At first, the algorithm aims to narrow down the search space in the database and generate a list of most probable matches for the desired food name. In order to accomplish this goal, the likelihood of each string in the database matching the detected food name in the sentence is calculated. This probability is later compared with a predefined threshold. Thereafter, the strings with the calculated matching probabilities less than the threshold are eliminated from the match list. In the second step, the most similar food name is determined by running edit distance algorithm on the match list obtained from the first step.

4 VALIDATION STRATEGY

In this section, we describe our approach for validating EZNutriPal including implementation details and experimental settings. To evaluate the system, each unit was experimented in a real-world scenario. The natural language processing unit, as well as the prompting unit need to be evaluated for efficient learning. To this end,
Algorithm 2 Hungarian algorithm used for simple mapping in EZNutriPal

1: procedure HUNGARIAN-ALGORITHM
2: Input: food names $f = \{f_1, f_2, ..., f_n\}$, $k$ entities $e = \{[e_{11}, ..., e_{1m}], ..., [e_{k1}, ..., e_{km}]\}$
3: Output: MappedTupple $\langle f_i, e_{1j}, ..., e_{kj} \rangle$
4: for each $e_k$ in $e$ do
5:   if $\text{len}(f) = \text{len}(e_k)$ then
6:     $f$ and $e_k$ are mapped based on the order
7:   else
8:     Build an $n \times m$ matrix $X$ with elements $d_{ij}$ as the distance between $f_i$ and $e_{kj}$
9:     while not optimal do
10:       for each row of the matrix do
11:         Subtract the smallest element of the row from each element of that row
12:       for each col of the matrix do
13:         Subtract the smallest element of the col from each element of that col
14:         Utilizing the minimum number of lines cover the zeroes in the matrix
15:         if minimum number of lines is $n$ then \(\triangleright\) test optimality
16:           break
17:     Determine the smallest uncovered entry. Subtract this entry from each uncovered row, and then add it to each covered column.

Fig. 7 The string matching unit searches for the expressed food names and their associated values in the nutrition database.

two types of experiments were conducted involving 13 participants with ages in the range of 18-30, 4 females and 9 males, at Washington State University. The participants were recruited in three cohorts to allow us to assess convergence of the learning algorithms both as more data are collected with one participant and as more participants are added to the system. Therefore, the rate of convergence of the error to zero in the classification models was measured in each phase of the experiment each of which involved one cohort of the participants.
The experiments also allowed us to monitor how the user’s diet behavior stabilizes over time. The data collected in these experiments were also used to evaluate the impact of the training unit and prompting unit on the overall performance of the system as measured by the accuracy of the algorithms and estimated calorie intake. We obtained Institutional Review Board (IRB) approval for performing these experiments. The experimental design is further discussed in Section 4.2.

4.1 System Setup

We utilized Google’s open source speech recognition API (Application Programming Interface) on Android platform for speech-to-text conversion. After the end-user taps the speak button, the app streams the audio to the server and receives the response from the API using an intent called RecognizerIntent. This intent is for supporting speech-to-text conversion through an intent in Android called “intent.Android.speech.RecognizerIntent”. The preferred language and speech model is set using a variable called “Android.speech.RecognizerIntent.EXTRA_LANGUAGE_MODE”.

To train the natural language processing algorithm, we utilized an existing rule-based model for designing the conversational user interface. We gathered intent training data to train the rule-based model, understand the intent, and meaning of an unstructured input sentence. After understanding the input, this model outputs a proper response. The intent training data initially contained one simple sentence expressing the nutrition intake (I had PortionSize Unit of FoodName). The frequent use of EZNutriPal by the end-user resulted in feeding more data to the training set. The newly added intent training data were annotated continuously (e.g., on a daily basis) by a human experimenter and a new model was automatically trained using the data. Similarly, the entity training data were gathered and prepared to learn an entity classifier. The newly tagged words were added to their associated entity in the training data by a human experimenter. The data fields associated with food names were added to the nutrition database manually. The annotations given by the models were checked and revised by the human experimenter daily.

The mapping, string matching, and nutrient calculator units were implemented in Python. In order to perform approximate matching, we utilized the Levenshtein algorithm embedded in the pylev library. The nutrition dataset was extracted from the USDA database and embedded in python dictionary to allow fast lookup using hash tables with time complexity of $O(1)$.

4.2 Experimental Data

Our goal was to evaluate the performance of EZNutriPal and to assess the impacts of utilizing named entity recognition, training models, and prompting unit on the accuracy of the system. We implemented a mobile app using Android Studio and conducted the experiments using the implemented software. A screen-shot of the mobile app is shown in Fig 8. In the diary page, the end-user could report nutrition intake and transfer it to the server. In the home page, the amount of calorie consumption in a day is shown and a red line indicates that the end-user has exceeded the calorie limit. The last page shows the interface for communication between clinician and end-user.

We evaluated the system with 13 participants including 5 female and 8 male subjects with ages between 18 and 35. The study was divided into three phases where each phase lasted for two weeks. One purpose of these experiments was to assess how fast the error of the learning algorithms converged to ‘zero’ as new participants are added to the system; therefore, our data collection initially involved only one participant in Phase (I). In the next phase, Phase (II), we recruited two new participants to use the system simultaneously. Finally, we included 10 participants in Phase (III). The participants were asked to record their dietary intake in the form of unstructured input on a daily basis during the two-week experiment. The participants were asked to express their dietary intake as text or speech for the duration of the data collection. The collected data revealed that the participants mostly expressed their eating in three ways including complete sentences (e.g., I ate a piece of apple for breakfast),
describing a scenario (e.g., I went to McDonald and ordered a large meal of big mac), and a brief expression (e.g., 1 apple).

The data sent to the server were used for further examination and analysis that took place daily. For ground-truth labeling, the participants were asked to specify the word labels in each sentence. The participants labeled their sentences to nutrient-specific tags (i.e., food name, size, and unit). The data were fed into the system and tagged using the learned model. The number of correctly tagged data items enumerated by comparing the tags to the ground truth labels. The mistakes were corrected, and unrecognized intents and entities were added to the intent training dataset and entity training dataset. This allowed the system to retrain new intent and entity classification models using the newly annotated data. Moreover, the number of incorrect prompts was enumerated. The ground-truth labeling for enumerating incorrect prompts were based on the labels provided by the end-users for each word. For instance, if the end-user tagged $e_1$ in the sentence and the prompting unit still asked for $e_1$ to be labeled, this entry was considered as error. As another example, if the end-user did not specify a tag for $e_1$ and the prompting unit failed to initiate a prompt for $e_1$, we counted this as an error.

To compute a nutrient intake, the system searches for the food name in the nutrition database. For each possible unit of measurement, a column exists in the nutrition database (e.g., lb, oz, gr, tbsp, tsp, etc.). The system calculated the nutrient intake based on the obtained data (nutrient value) from the proper entry (foodName) and column (unit) in the nutrition database.

5 RESULTS
In this section, we present results for each experiment conducted in our study.

5.1 Accuracy of EZNutriPal
As stated previously, we conducted a six-week long study in three phases involving one, two, and ten participants for a total of 13 participants. Each phase started with a basic model utilizing one intent in the intent training data. The data were examined and annotated, new sentences were added to the intent training dataset, and a new model was trained on the entire dataset, in a daily basis. Therefore, by feeding new data and correcting the prompts and tags, the accuracy of the model improved over time. The number of input instances (i.e., number of expressed sentences) during the experiments are shown in Table 1. The average number of sentences in phase I, II, and III was 14.5, 24.5, and 70.8, respectively.
Table 1 Number of instances, each row corresponds to a day, and each column is associated with one phase of the experiment

<table>
<thead>
<tr>
<th>Day #</th>
<th>Phase I</th>
<th>Phase II</th>
<th>Phase III</th>
</tr>
</thead>
<tbody>
<tr>
<td>day 1</td>
<td>13</td>
<td>24</td>
<td>73</td>
</tr>
<tr>
<td>day 2</td>
<td>17</td>
<td>28</td>
<td>80</td>
</tr>
<tr>
<td>day 3</td>
<td>12</td>
<td>33</td>
<td>77</td>
</tr>
<tr>
<td>day 4</td>
<td>19</td>
<td>21</td>
<td>78</td>
</tr>
<tr>
<td>day 5</td>
<td>11</td>
<td>33</td>
<td>83</td>
</tr>
<tr>
<td>day 6</td>
<td>14</td>
<td>20</td>
<td>83</td>
</tr>
<tr>
<td>day 7</td>
<td>8</td>
<td>23</td>
<td>65</td>
</tr>
<tr>
<td>day 8</td>
<td>19</td>
<td>25</td>
<td>69</td>
</tr>
<tr>
<td>day 9</td>
<td>14</td>
<td>20</td>
<td>72</td>
</tr>
<tr>
<td>day 10</td>
<td>18</td>
<td>21</td>
<td>60</td>
</tr>
<tr>
<td>day 11</td>
<td>16</td>
<td>26</td>
<td>57</td>
</tr>
<tr>
<td>day 12</td>
<td>16</td>
<td>23</td>
<td>61</td>
</tr>
<tr>
<td>day 13</td>
<td>11</td>
<td>22</td>
<td>62</td>
</tr>
<tr>
<td>AVG.</td>
<td>14.5</td>
<td>24.5</td>
<td>70.8</td>
</tr>
</tbody>
</table>

After entering the data into the system, some of the sentences were not recognized by the intent classification model. Moreover, some of the words were not correctly tagged (e.g., for input sentence “I had a cup of black bean for breakfast.”, the system generated these tags: ‘black’: sys.color, ‘bean’: fName). The total number of unrecognized and mis-tagged words, shown in Fig 9, can be viewed as the expected error of the combined intent and entity classification models. In phase I of the experiment, the expected error was initially 76.9%. After 5 days of data collection and algorithm training, the error converged to zero. At the beginning of phase II, the error of the system was 29.2% and it reached to zero after 3 days. In phase III of the experiment, the error was initially 16.4% and converged to zero on the second day of the experiment.
The term $|NS_{tags}|$ represents the total number of nutrient-related tags in the input data. The terms $|NS_{tags}|$ and $|NS_{prompts}|$ denote the total number of incorrectly detected nutrient tags and prompts using the natural language processing, respectively.

The results of this experiment are shown in Fig 10. The results demonstrated that the accuracy of the classification models and prompting unit improves as more participants are involved in using the system. The error of the classification models was initially 86%, 70%, and 53% for phase I, phase II, and phase III of the experiment, respectively. The error converged to zero after 12, 8, and 6 days for phase I, phase II, and phase III, respectively.
On day 6 of phase I, the participant consumed only one food item which did not exist in the database; therefore, the model only tagged the size correctly. This explains the sudden change in accuracy of the models. Moreover, the error of the prompting unit started at 59%, 46%, and 29% for phase I, phase II, and phase III of the experiment, respectively.

Fig. 11 The error of the system with and without training block.

Fig. 12 The average calorie intake with and without prompting unit.

5.2 Impacts of Incremental Learning

We evaluated the impacts of the classification models on the performance of the system. Two instantiations of the system were considered for this experiment: (1) the system with training module; and (2) the system without training module. The data were entered into both systems on a daily-basis. The system was evaluated in 13 days with all the 10 participants. The results are shown in Fig 11. The average error of the system with and without use of the training models was 10.3% and 59.7%, respectively.

We evaluated the impacts of the prompting unit on the performance of EZNutriPal as well. After classifying the user’s input using intent classification and tagging the nutrition-specific data utilizing entity classification, the system examines the existence of required nutrition-specific data in the input sentence. If the participant did not provide the required information, a prompt was generated.
In order to evaluate the impacts of the prompting unit on the performance of the system, data were collected from 10 participants in 13 days. It was assumed that the food quantities were not expressed by the participants and default values were assigned to food quantities. The missing data results in errors in nutrient calculation. The nutrient intake was calculated with and without the prompting unit. The nutrient value associated with the user’s input using the prompting unit was considered as the actual value. The error of the system without using the prompting unit was 29.1%. The results are shown in Fig 12.

5.3 Statistical Analysis

We utilized several statistical tests to assess if the impacts of the prompting and training units on the accuracy of the system are statistically significant. First, we performed a t-test to assess whether there is a statistically significant difference between the framework with and that without these units. Second, systematic difference between two instances of the framework was assessed using a one-way Analysis of Variance (ANOVA) test. The goal of this ANOVA test was to identify any significant differences between the two instances of the framework.

The t-test analysis revealed that there is a significant difference between the framework with and without the training unit ($p=9.06 \times 10^{-9}$). However, t-test showed that the superiority of the framework with prompting over the one without prompting is not statistically significant ($p = 0.2276$), thus suggesting the need for a larger-scale study. Fig 13 illustrates the results of the ANOVA tests (95% CI) on the data. The results suggest that the framework with learning capabilities had a significant difference from the one without the training unit at a 0.95 significance level ($p=9.06 \times 10^{-9}$). However, the test showed no significant difference between the framework with and that without prompting ($p=0.2276$). Yet, the system with the prompting unit performed better.

5.4 Comparison

In our previous work [23], Speech2Health utilized a pattern matching technique for extracting nutrient-related data from input sentence. In this article, we compare the pattern matching technique with the proposed named entity recognition approach in EZNutriPal. For evaluating Speech2Health framework in our prior work, a script containing sentences about 36 food names was provided to the user. We utilized this script to enumerate the number of queries made to the database by both frameworks, Speech2Health and EZNutriPal. Table 2 shows
the number of queries for each framework versus the actual number of food items in each sentence. The results demonstrate that Speech2Health queried the database 3.4 times more than the actual number of food names, while EZNutriPal queried the database 0.8 times less than the actual number of food items. We also utilized the data from phase III of the experiment and enumerated the number of queries to the database by Speech2Health and EZNutriPal. For the total of 728 food items, Speech2Health and EZNutriPal queried the database 2824 times and 655 times, respectively.

Table 2 Number of queries to the nutrition database using pattern matching.

<table>
<thead>
<tr>
<th>sentence</th>
<th>Speech2Health</th>
<th>EZNutriPal</th>
<th>NumOfFoods</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>14</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>12</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>15</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>8</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>10</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>15</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>11</td>
<td>6</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>total</td>
<td>122</td>
<td>30</td>
<td>36</td>
</tr>
</tbody>
</table>

We compared the mapping approach utilized in Speech2Health [23] with the mapping approach in EZNutriPal. The mapping approach in Speech2Health works based on the order of the food names and food quantities in the input sentence. In EZNutriPal, we hypothesized that the mapping problem can be modeled as a linear assignment problem and tried to solve this problem using Hungarian method as discussed previously in this article. Table 3 shows the difference in the calorie calculations between the two mapping methods utilized in Speech2Health and EZNutriPal using three examples.

Table 3 Comparison of calorie-intake computation based on the techniques used in Speech2Health and EZNutriPal.

<table>
<thead>
<tr>
<th>sentence</th>
<th>Speech2Health(kCal)</th>
<th>EZNutriPal(kCal)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I had a cup of mac and cheese, cheeseburger, and 10 almonds for lunch</td>
<td>2604</td>
<td>871</td>
</tr>
<tr>
<td>I had whole grain bread with 2 tbsp of cream cheese and 3 tbsp of honey</td>
<td>434</td>
<td>302</td>
</tr>
<tr>
<td>I ate egg, 10 mushrooms, 0.5 naan, and 3 tomatoes</td>
<td>1377</td>
<td>292</td>
</tr>
</tbody>
</table>

6 DISCUSSION AND FUTURE WORK

Including human factors in modeling may lead to inaccurate outcomes. A deterministic model, thus, is likely to be less effective for a stochastic event. In the case of nutrition monitoring, several events can be considered probabilistic rather than deterministic. For instance, a slice of pizza comes with different sizes and calories. The participant may forget or over/under-estimate the food portion and other related data. A probabilistic model will provide a distribution of possible outcomes. In our future work, a probabilistic model will be developed for predicting missing information in the input data and mapping the data to their associated food items.
Part of our future work involves development of a knowledge-base for nutrition monitoring and diet planning. Specifically, we plan on devising a nutrition ontology that leads to the construction of a hierarchical knowledge-base for our system. Such a knowledge-base can be utilized to optimize the prompting approach on-the-fly based on the user’s expressed information about their food intake. As a result, this will not only improve the accuracy of the prompting unit but also minimize the amount of burden on the user. We recognize that nutrition databases often include food items with different levels of complexities (e.g., pepperoni pizza, veggie pizza, etc.). Using solely the user’s expressed sentence, details about dietary intake will likely be overlooked (e.g., “I had a piece of pizza” can potentially follow prompts such as “what toppings?”, “what kind of crust?”, “what kind of sauce?”, etc.). With a knowledge-base approach, we can obtain additional details about user’s food intake where the amount of details can be application-dependent. One approach to develop a hierarchical knowledge-base is to construct a tree-like structure in which each level of the tree maintains details about a food category (e.g., first level: pizza, second level: crust types, third level: sauces, etc.). Additionally, a hierarchical knowledge-base results in more accurate nutrient-intake calculations because the system interacts with the user to understand dietary intake details with a higher precision. The knowledge-base can be also used to disease-specific or population-specific interventions. Furthermore, a hierarchical knowledge-base can be used for diet planning. In diet planning, the goal will be to provide diet recommendations based on user’s diet history and a targeted diet goal. A hierarchical knowledge-base can be potentially used to focus on a subset of the entire knowledge-base (e.g., a sub-tree) to make diet recommendations that are specific to the user and potentially improve adherence to diet recommendations.

Our ongoing evaluation of EZNutriPal involves conducting user studies using our implemented system. Our goals are to conduct a rigorous evaluation of the system, measure the impacts of the technology on health outcomes, and assess usability and acceptability of the technology. We are also working on developing a diet planner for guiding the users toward their healthy-eating goals. Moreover, we are planning to use our system in conjunction with other technologies and develop a hybrid nutrition monitoring platform with multi-modalality inputs.

Our current design in this article requires the users to record dietary data consistently. In reality, however, the potential disadvantages of this approach can be overcome by designing intelligent algorithms that eliminate the need for consistent recording of the food intake. In our future work, we aim to predict user’s input based on diet history and contextual data such as activity and location captured using embedded sensors such as accelerometer, gyroscope, magnetometer, and GPS sensors. Our working hypothesis is that diet patterns change gradually because humans tend to eat similar foods frequently. We assume that diet patterns can be predicted based on contextual data such as activity and location. By accurately predicting the user’s input, our system can begin to monitor nutrition and provide diet recommendations without (or with minimal) explicit input from the user.

7 CONCLUSIONS

The major contribution in this work is the introduction and validation of a novel approach for nutrition monitoring based on unstructured data such as spoken data and free-format text. This research provides a pervasive approach for recording and understanding natural language for diet assessment by integrating advances in speech recognition, named entity recognition, incremental learning, text analysis, and mobile health. The goal of using unstructured data is to provide a more convenient nutrition monitoring technology for users in different situations. We utilized named entity recognition algorithms to identify nutrition-specific information within the input data. A prompting unit was proposed to ask the end-user for any unclear or missing information. A mapping unit was proposed utilizing integer linear programming for mapping food names to their associated food quantities. A 2-tier approach was devised for analyzing the text for calorie computation. The performances of the incremental training models and the prompting unit were evaluated based on the number of users during 13 days in three phases. The error of incremental learning models with 10 participants in phase III was 17% and
33% less than that of phase II with two participants and phase I with one participant, respectively. The impacts of using incremental learning models and prompting unit were evaluated as well. The performance of the system with incremental training was 89.7%, which is 49.3% higher than the performance of the system without the use of these models.
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