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Abstract—Recent advances in machine learning and deep neural networks have led to the realization of many important applications in the area of personalized medicine. Whether it is detecting activities of daily living or analyzing images for cancerous cells, machine learning algorithms have become the dominant choice for such emerging applications. In particular, the state-of-the-art algorithms used for human activity recognition (HAR) using wearable inertial sensors utilize machine learning algorithms to detect health events and to make predictions from sensor data. Currently, however, there remains a gap in research on whether or not and how activity recognition algorithms may become the subject of adversarial attacks. In this paper, we take the first strides on (1) investigating methods of generating adversarial example in the context of HAR systems; (2) studying the vulnerability of activity recognition models to adversarial examples in feature and signal domain; and (3) investigating the effects of adversarial training on HAR systems. We introduce Adar\textsuperscript{1}, a novel computational framework for optimization-driven creation of adversarial examples in sensor-based activity recognition systems. Through extensive analysis based on real sensor data collected with human subjects, we found that simple evasion attacks are able to decrease the accuracy of a deep neural network from 95.1\% to 3.4\% and from 93.1\% to 16.8\% in the case of a convolutional neural network. With adversarial training, the robustness of the deep neural network increased on the adversarial examples by 49.1\% in the worst case while the accuracy on clean samples decreased by 13.2\%.

I. INTRODUCTION

Human activity recognition (HAR) is a major research area in the field of mobile and ubiquitous computing. Its applications in health monitoring, patients rehabilitation, assessment of performance in athletes, and gaming industry \cite{1} are the contributing factors for the active research in this area. Moreover, advances in sensor technology and detection algorithms allow for real-time continuous detection of activities with battery-powered devices of small form factor to be used in daily life. In particular, the state-of-the-art algorithms used for HAR using wearable inertial sensors utilize machine learning algorithms to detect various biomarkers and to provide real-time and continuous clinical interventions based on the sensor data.

Recent studies have found that machine learning systems are often vulnerable to adversarial perturbations. Even the addition of a small amount of carefully computed perturbations to the clean samples degrade the performance of machine learning systems significantly \cite{2}–\cite{5}. What distinguishes adversarial perturbations from random noise is that adversarial examples are misclassified far more often than samples that have been perturbed by random noise, even if the magnitude of noise is much larger compared to the adversarial perturbation \cite{3}. Adversarial inputs were first formally described in \cite{6}, in which the researchers studied the techniques used by spammers to circumvent spam filters. In recent years, research on adversarial examples has witnessed tremendous growth and in particular have been investigated in great details in computer vision and audio processing researches \cite{4}, \cite{7}, \cite{8}.

Human activity recognition shares many challenges common to other areas such as computer vision and natural language processing but it also has its own unique challenges and requires dedicated set of computational methods \cite{9}. For example, the data used for the classification of activities often comes from a collection of heterogeneous sensors with different characteristics unlike fixed and well-defined sensing modules such as cameras and microphones. Furthermore, unlike other areas where the problem is well defined (e.g., ”Is this an image of a dog?” or ”Is the word Harry present in this sentence?”), HAR algorithms need to deal with new challenges due to (1) complexity of human movements captured from individual body joints and observed partially with wearable sensors; and (2) lack of concrete definitions, languages or structure of human activities \cite{9}. For starter, human activity is highly complex and diverse and the sensor readings for an activity can be very different even if the activity is performed by the same person under similar conditions compared to, for example, image classification where an image of a dog is always a dog independent of the presentation and context.

All this leads to the conclusion that HAR though sharing many common points with the other research areas also have unique sets of problems and challenges with socially unique outcomes. In fact, the issue of adversarial examples in HAR is mostly an unexplored topic despite the great magnitude of the consequences of adversarial machine learning in behavioral medicine. For example, imagine that someone falls and the detection algorithm fails to detect this event or the system’s medication, etc. is understimating or overestimating due to an adversary. These events can have fatal outcomes and therefore

\textsuperscript{1}Software code and experimental data for Adar are available online at https://github.com/rameshKrSah/Adar.
requires that we define and assess the effects of adversarial examples in mobile health and behavioral medicine. In this paper, we study the consequences of adversarial examples for activity recognition models and propose an optimization-driven framework called Adar for generating adversarial examples in activity recognition systems. The contributions of this paper are as follows:

- We introduce Adar framework for adversarial examples generation for human activity recognition systems.
- We successfully investigate optimization methods of generating adversarial examples in the context of HAR system.
- We study the vulnerability of activity recognition models to adversarial examples with a comprehensive set of experiments.
- We compare the robustness of a HAR system in feature and signal domain. We also present the result after adversarial training of an activity recognition model.

Note that most of the study focusing on adversarial examples stems from the field of computer vision and speech recognition and it remains to be shown the effect of adversarial examples in other fields such as ubiquitous computing and mobile health. In general, machine learning models that are both highly accurate and robust to adversarial examples remains an open research problem to the research community.

The rest of the paper is structured as follows: In section 2 we explain the Adar framework and we also briefly review the human activity recognition pipeline and explain different adversarial attack methods and defense strategies. Following it, in section 3 we describe our experiments and results.

II. ADAR FRAMEWORK DESIGN

Before discussing the details of the Adar framework, we will briefly discuss human activity recognition pipeline and different types of adversarial attacks.

A. Human Activity Recognition Pipeline

The problem of human activity recognition can be defined as: Given a set \( W = \{W_0, \ldots, W_{m-1}\} \) of \( m \) equally sized temporal window of sensor readings, such that each window \( W_i \) contains a set of sensor reading \( S = \{S_{i,0}, \ldots, S_{i,k-l-1}\} \), and a set \( A = \{a_0, \ldots, a_n - 1\} \) of \( n \) activity labels, the goal is to find a mapping function \( f : S_i \rightarrow A \) that can be evaluated for all possible values of \( S_i \) [10]. As shown in Figure 1 the activity recognition system generally consists of sensing, signal processing, signal segmentation, feature extraction and selection, and classification stages [11]. Raw data from various sensors, such as accelerometer, gyroscope, magnetometer, etc. are collected and passed into the signal processing stage, where filtering, noise removal, etc. are applied to the sensor signals. This is followed by a segmentation stage, where a continuous stream of a signal is divided into temporal windows. For segmentation the sliding window method is used most widely due to its simplicity and real-time performance. After segmentation, statistical and structural features are extracted from each window segment. In feature extraction, the size of the sliding window has significant effects on the accuracy and speed of the system. Larger window size can support the detection of complex activities but result in slower processing whereas smaller window supports faster processing at the expense of accuracy [12]. Usually, a window size of 1-2 second with 50% overlap between the successive windows is considered a good choice [13]. Following the feature extraction, feature selection may be used to select out the best features from the collection of features. Finally, a machine learning classifier is trained on the feature data and the trained classifier is used to make the inference on the future unseen data. Recently, with the success of convolutional neural networks (CNN) several works have been published [14], [15] where a CNN is used for activity detection. What separates the CNN approach from other machine learning approaches is that CNN’s completely remove the need to compute features from raw sensor signal for classification. The input to the CNN model is usually the raw sensor signal with or without segmentation, and the CNN model learns the features and the classifier simultaneously during the training process.

Fig. 1: The general framework of human activity recognition system.

B. Adversarial Attacks

Adversarial examples are inputs formed by applying small but intentional perturbation to the inputs from the dataset such that the perturbed inputs are almost indistinguishable from the true inputs and results in the model outputting an incorrect answer with high confidence [4]. The objective of adversarial learning is to find a perturbation \( \delta \) which when added to the true inputs \( X \) i.e., \( X^{adv} = X + \delta \) changes the output of the model. The noise level of the perturbation is constrained by the \( l_\infty \) norm denoted by \( \epsilon \) such that the added perturbation is sufficiently small. In general, an adversary can attack a machine learning system in three ways:

1) Confidence reduction or poisoning attack: In confidence reduction or poisoning the adversary attempts to degrade
the system performance by inducing false connection during training process by corrupting the training data.

2) Evasion attack: There are two types of evasion attack: (1) Misclassification attack, and (2) Source/target misclassification attack. In misclassification attack, the adversary computes adversarial examples which are intended to be classified into any class other than the true class. This is also called untargeted attack. In source/target misclassification attack the adversary defines the target class in which it intends to have the model misclassify an input belonging to any class. This is also called targeted attack.

3) Exploratory attack: In exploratory attack, an adversary tries to gain as much knowledge as possible about the learning algorithm of the target system and the pattern in its training data.

Furthermore, the strength of an adversary is characterized by its ability to operate either in a white-box setting or in a black-box setting [16]. An adversary with access to the target system’s architecture, parameters, and data is said to operate in a white-box setting and an adversary with no knowledge of the target system is said to operate in a black-box setting. A large number of evasion attack methods has been proposed that can be used to compute adversarial examples. In our experiments, we have used the simplest attack methods because of their low computational cost. Now, we will briefly explain these attack methods by using the following notations.

- $X$, is a true input taken from the dataset. In our case $X$ can be either a feature vector or a window of raw sensor values.
- $X^{adv}$, is an adversarial sample. It’s type will be the same as the type of $X$.
- $y_{true}$, is the true class label for the input $X$.
- $J_\theta(X,y)$, is the cross-entropy cost function of the neural network with parameters $\theta$, given input $X$ and label $y$. Note that after training the network, the parameters of the network remains fixed.
- $\text{Clip}_{x,\epsilon}(A)$, denotes the element-wise clipping of $A$, with $A_{i,j}$ clipped in the range of $[X_{i,j} - \epsilon, X_{i,j} + \epsilon]$.

1) Fast gradient sign method (FGSM): Fast gradient sign method is one of the simplest and computationally efficient technique of generating adversarial examples. Proposed by Goodfellow et al. [4], this method is motivated by the linearization of the cost function and solving for perturbations bounded by $\epsilon$ that maximizes the cost subject to the $L_{\infty}$ norm.

$$X^{adv} = X + \epsilon_{\text{sign}}(\nabla_X J_\theta(X, y_{true}))$$  \hspace{1cm} (1)

2) One step target class method: One step target class method tries to maximize the probability $p(y_{target}|X)$ of some specific target class $y_{target}$, which is unlikely to be the true class for the input $X$. This is different from the FGSM, in which we try to find adversarial perturbations that increase loss for all classes [7].

$$X^{adv} = X - \epsilon_{\text{sign}}(\nabla_X J_\theta(X, y_{target}))$$  \hspace{1cm} (2)

3) Basic iterative method: This method is a simple extension of the fast gradient sign method and applies FGSM multiple times with small step size.

$$X^{adv}_0 = X,$$
$$X^{adv}_{N+1} = \text{Clip}_{X,\epsilon}(X^{adv}_N + \alpha_{\text{sign}}(\nabla_X J_\theta(X,y_{true})))$$  \hspace{1cm} (3)

$\alpha$ is the step size and is set to $\epsilon$/number of iterations in our experiments. The number of iterations is set to 10 for all iterative methods.

4) Iterative least-likely class method: Similar to the basic iterative method which applies FGSM multiple times the iterative least-likely class method applies the one step target class method multiple times with target class set to the least likely class for the given input.

$$X^{adv}_0 = X,$$
$$X^{adv}_{N+1} = \text{Clip}_{X,\epsilon}(X^{adv}_N - \alpha_{\text{sign}}(\nabla_X J_\theta(X,y_{target})))$$  \hspace{1cm} (4)

C. Generating Adversarial Examples

Figure 2 shows the proposed Adar framework for computing adversarial examples in human activity recognition systems. This is a general framework and is based on the white-box attack setting, in which an adversary has complete knowledge of the target system. The framework has two components: (1) the human activity recognition pipeline, and (2) the gradient-based attack in a white-box setting. After the HAR pipeline, the trained model is used to compute adversarial examples using gradient-based attacks methods such as fast gradient sign method, basic iterative method or one step target class method. Direction sensitivity estimation finds dimensions of inputs $X$ that will produce the desired adversarial behavior with the smallest perturbation. Perturbation selection uses this knowledge to select perturbations $\delta$ affecting sample X’s classification [17]. If the resulting sample $X + \delta$ is misclassified by the model $M$ into the target class $y_{target}$, an adversarial example $X^*$ has been found. If not, the steps can be repeated with updated input $X + \delta$. It has been shown that an adversarial example that was designed to be misclassified by model $M_1$ is often also misclassified by model $M_2$ [3]. This is called the transferability property of adversarial examples.
and it means that we can generate adversarial examples and perform misclassification attack on a system without having any knowledge of the system [5]. Therefore an adversary operating in a black-box setting can attack a machine learning system by building a substitute model and then computing the adversarial examples using the substitute model. This approach has been successfully demonstrated in [18]. Due to this reason and for the low computational cost of generating adversarial examples the Adar framework is based on the white-box setting.

D. Defense Strategies

There has been a lot of work to build practical defenses against adversarial examples, but a defense technique that is robust against the entire spectrum of adversarial attack is still an open problem. Most of the current defense methods are not adaptive to all types of attacks and one method may block one kind of attack but leaves another vulnerability open for other kinds of attacks [19]. The existing defense mechanism can be categorized into the following types based on their method of implementation.

1) Adversarial training: The general idea of adversarial training is to augment the training data with adversarial examples during the training process. Adversarial training increases the robustness of the model against white-box attacks when the attack method used to augment the training set is the same as the method used by the attacker for the attack [20]. In a black-box setting and for an attack method different from that used for adversarial training this approach performs poorly.

2) Gradient hiding: Gradient hiding is a natural defense against gradient-based attacks, and is based on hiding information about the model’s gradient from an adversary. However, this defense is easily fooled by learning a substitute model and using the gradients of the substitute model to craft adversarial examples [19].

3) Defensive distillation: Distillation is a way to transfer knowledge from a large neural network to a smaller one. In [17] the authors used distillation to formulate a defense against adversarial attacks. In defensive distillation, the output probability of a neural network $M$ is used as the label for training a newer network $M^*$ of same architecture on the same training data.

III. EXPERIMENTS AND RESULTS

A. Dataset

In our experiments, we have used the UCI dataset [21] compiled from a group of 30 participants each wearing a smartphone on their waist and performing 6 different activities: standing, sitting, laying, walking, walking upstairs, and walking downstairs. The sensor data consists of a 3-axial accelerometer and a 3-axial gyroscope sampled at a frequency of 50 Hz. The sensor readings were filtered to remove noise and then segmented into windows of size 2.56 seconds (i.e. 128 readings per window) with 50% overlap. The acceleration values were separated into gravity and body component using a Butterworth low pass filter with a cutoff frequency of 0.3 Hz. From each window, 561 features was computed from time and frequency domain. There are 10299 samples in the dataset with 7352 training samples and 2947 test samples. The availability of raw sensor reading in the dataset allows us to explore adversarial examples in both feature and signal domains.

B. Adversarial examples in feature domain

In the first experiment, we trained multiple classifiers on the full (561) features data. Figure 3 shows the accuracy of these classifiers on the test data. A deep neural network (DNN) of architecture (64, 32, 6) with l2-regularization (0.001) on the first and second layer gave the best results in terms of accuracy and complexity. We settled on this configuration after testing multiple DNNs with different configurations. TensorFlow [22] was used to build the DNN with training parameters: 50 epoch, mini-batch size of 32, Adam optimizer, and sparse categorical cross-entropy loss. All other classifiers were trained with their default settings using the sklearn [23] library. We used the CleverHans [24] library to compute adversarial examples in all cases.

![Fig. 3: The accuracy of different classifiers computed on 2947 test samples in the dataset.](image)

![Fig. 4: The accuracy of the DNN model for the untargeted attack.](image)
was the least effective but with the increase in $\epsilon$ it was able to exceed other methods. The fast gradient sign method and the basic iterative method performed almost the same at all values of $\epsilon$ except at $\epsilon = 1$. At $\epsilon = 1$ the success rate of the basic iterative method decreased compared to the fast gradient sign method. We experimented with different values for the number of iterations and found that with a lower number of iterations, the basic iterative method was able to achieve a similar success rate as that of fast gradient sign method. This is due to the nature of data, which is normalized between $[-1.0, 1.0]$, such that at higher values of $\epsilon$, the gradient of the cost function starts overshooting and the iterative method fails to find the optimum perturbations.

For the transferability of attack, we tested the adversarial examples computed for the untargeted attack on the DNN model on all other classifiers. Figure 6, shows the accuracy of these classifiers. We can see the transferability of attack exists and the accuracy of all classifiers decreased with increase in the value of $\epsilon$. The k-nearest neighbors (kNN) classifier was found to be the most robust compared to other classifiers in all cases. This is consistent with the observation in [25], where the authors showed that a kNN classifier is usually more robust to adversarial examples and its robustness depends on the properties of the data distribution and on the value of k. However, it has been shown that with complex attack methods adversarial examples can be computed that can fool a kNN model with high success rate [26].

![Graph showing accuracy of DNN model for targeted attack](image)

Fig. 5: The accuracy of the DNN model for targeted attack. The value of $\epsilon$ varies from 0.01 to 1.0 and for iterative methods the number of iteration was set to 10.

Figure 5 shows the accuracy of the DNN model at different values of $\epsilon$ for the targeted attack. One step target class method and the basic iterative method was used to compute the adversarial examples with Sit activity class as the target class. Figure 7 shows the confusion matrix of the DNN model on the clean test samples and adversarial examples. In the figure, WalkU and WalkD represent walking upstairs and walking downstairs respectively. It is clear that the one step target class method is more competent at untargeted misclassification attack than the basic iterative method, and the basic iterative method is more successful at targeted misclassification attack.

This is due to the fact that one step target method adds $\epsilon$-scaled noise to each sample whereas the iterative methods exploit much finer perturbations and therefore is able to find perturbations that cause the classifier to classify an input into a particular class.

### C. Adversarial examples in signal domain

One another approach of building human activity recognition system is by using data-driven methods such as hidden Markov model (HMM), hidden conditional random fields (HCRF), and convolutional neural network (CNN). These methods learn the features and classifier simultaneously from the raw sensor signal without any prior knowledge of sensor signals and eliminate the need to calculate hand-crafted features for classification. In recent years, methods involving CNN’s have shown very good results compared to other methods. This is because the signal representation learned by CNN models capture the local dependency and scale invariance in the signal exceptionally well.

In this section, we will discuss adversarial examples in the signal domain. The UCI dataset has sensor readings from an accelerometer and a gyroscope, making it a multi-modal dataset. For multi-modal data 2D convolutional neural networks are considered to work best because of their ability to capture local dependency among the temporal dimension as well as spatial dimension [27]. For the purpose of simplicity, we have used a 1D kernel in the following experiments and we are confident that similar results will be obtained with a 2D kernel. We have used a ConvNet architecture composed of two 1D convolutional layers with 64, 32 filters and kernel size of 5 and 3 respectively. This is followed by 3 * 1 max-pooling layer and then three dense layers of sizes 64, 32, and 6.

![Table showing accuracy of CNN model](image)

TABLE I: The accuracy of the CNN model for the untargeted attack with different attack methods and at different values of $\epsilon$. The accuracy was computed on all 2947 test samples in the dataset.

<table>
<thead>
<tr>
<th>Epsilon ($\epsilon$)</th>
<th>Fast gradient sign</th>
<th>Basic iterative</th>
<th>Least likely</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon = 0.01$</td>
<td>90.77%</td>
<td>90.63%</td>
<td>92.09%</td>
</tr>
<tr>
<td>$\epsilon = 0.05$</td>
<td>70.44%</td>
<td>64.43%</td>
<td>75.63%</td>
</tr>
<tr>
<td>$\epsilon = 0.1$</td>
<td>44.18 %</td>
<td>34.06%</td>
<td>39.02%</td>
</tr>
<tr>
<td>$\epsilon = 0.5$</td>
<td>26.63%</td>
<td>3.49%</td>
<td>1.69%</td>
</tr>
<tr>
<td>$\epsilon = 1$</td>
<td>16.83%</td>
<td>1.42%</td>
<td>1.01%</td>
</tr>
</tbody>
</table>

Table I shows the accuracy of the CNN model for untargeted misclassification attack. With the increase in the value of $\epsilon$, the accuracy of the model decreases for all attack methods. The decrease in accuracy for the same value of $\epsilon$ is largest for the basic iterative method. This is because the basic iterative method is better suited to search the model’s input space and find perturbations that can fool the target system with higher confidence. The similar pattern follows for the targeted attack as seen in Table II. It shows the success rate of the targeted attack which is defined as the ratio of the number of adversarial examples that are classified into the target class (Sit activity) to the total number of samples. One interesting thing to note
here is that at higher values of $\epsilon$ one step target class method performs poorly compared to at lower values of $\epsilon$. This is because at higher values of $\epsilon$ the input samples are completely destroyed by the addition of $\epsilon$-scaled noise to them. Since the adversarial examples computed for the CNN model is in the signal domain, and we call these adversarial signals.

Figure 8 shows the x-channel of the body acceleration signal at different values of $\epsilon$ for fast gradient sign method and basic iterative method. As we can see, the fast gradient sign method is just adding $\epsilon$-scaled noise to the clean signal whereas the basic iterative method is following the signal pattern more closely and the added noise preserves the temporal characteristics of the signal.

**TABLE II: The success rate of the targeted adversarial attack on the CNN model at different values of $\epsilon$. The values represent the number of samples that were successfully classified into the target class over the total number of samples. The target activity class was Sit.**

<table>
<thead>
<tr>
<th>Epsilon ($\epsilon$)</th>
<th>Attack methods</th>
<th>One step target class</th>
<th>Basic iterative</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon = 0.01$</td>
<td></td>
<td>17.71%</td>
<td>17.78%</td>
</tr>
<tr>
<td>$\epsilon = 0.05$</td>
<td></td>
<td>22.12%</td>
<td>23.31%</td>
</tr>
<tr>
<td>$\epsilon = 0.1$</td>
<td></td>
<td>30.50 %</td>
<td>36.81%</td>
</tr>
<tr>
<td>$\epsilon = 0.5$</td>
<td></td>
<td>4.64%</td>
<td>95.01%</td>
</tr>
<tr>
<td>$\epsilon = 1$</td>
<td></td>
<td>0%</td>
<td>90.19%</td>
</tr>
</tbody>
</table>

attacks. In this section, we will discuss the effect of adversarial examples on a deep neural network (DNN) trained using adversarial training. We also compare the performance of this model with a baseline mode i.e., a DNN model without adversarial training. We used the algorithm defined in [28] for adversarial training of the DNN model. In all cases we trained the model with a mini-batch size of 32, in which half the samples were clean and the other half were adversarial. It has been shown that if a fixed value of $\epsilon$ is used to compute adversarial examples during adversarial training then the trained model become robust only to that specific value of $\epsilon$ [28]. Hence, in our experiments at each epoch a random value of $\epsilon$, taken from a truncated normal distribution defined in interval [0, 1] with underlying normal distribution $N(\mu = 0, \sigma = 0.5)$ was used to compute adversarial examples. In particular, we tested three cases of adversarial training for the DNN model. In the first case, we used the fast gradient sign method to
compute adversarial examples during the adversarial training. After training, the robustness of the trained model was tested on the adversarial examples computed using fast gradient sign method at different values of $\epsilon$. Table III shows the accuracy of the baseline model and an adversarially trained model. As we can see adversarial training increased the robustness of the baseline model at all values of $\epsilon$ but also resulted in decrease in accuracy by 13.88% on clean test samples.

TABLE III: Accuracy of the baseline and an adversarially trained models on clean test samples and adversarial examples. Fast gradient sign method was used to compute adversarial examples for both training and testing.

<table>
<thead>
<tr>
<th>Epsilon ($\epsilon$)</th>
<th>Classifiers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline</td>
</tr>
<tr>
<td>clean</td>
<td>95.11%</td>
</tr>
<tr>
<td>$\epsilon = 0.01$</td>
<td>92.97%</td>
</tr>
<tr>
<td>$\epsilon = 0.05$</td>
<td>51.95%</td>
</tr>
<tr>
<td>$\epsilon = 0.1$</td>
<td>23.85%</td>
</tr>
<tr>
<td>$\epsilon = 0.5$</td>
<td>4.37%</td>
</tr>
<tr>
<td>$\epsilon = 1$</td>
<td>3.42%</td>
</tr>
</tbody>
</table>

TABLE IV: Accuracy of the baseline and an adversarially trained models on clean test samples and adversarial examples. One step target class method with the least likely class as the target class was used to compute adversarial examples for both training and testing.

<table>
<thead>
<tr>
<th>Epsilon ($\epsilon$)</th>
<th>Classifiers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline</td>
</tr>
<tr>
<td>clean</td>
<td>95.11%</td>
</tr>
<tr>
<td>$\epsilon = 0.01$</td>
<td>92.53%</td>
</tr>
<tr>
<td>$\epsilon = 0.05$</td>
<td>48.18%</td>
</tr>
<tr>
<td>$\epsilon = 0.1$</td>
<td>22.97%</td>
</tr>
<tr>
<td>$\epsilon = 0.5$</td>
<td>1.9%</td>
</tr>
<tr>
<td>$\epsilon = 1$</td>
<td>1.15%</td>
</tr>
</tbody>
</table>

TABLE V: Accuracy of the baseline and an adversarially trained models on clean test samples and adversarial examples. Fast gradient sign method was used to compute adversarial examples for both training and testing.

<table>
<thead>
<tr>
<th>Epsilon ($\epsilon$)</th>
<th>Classifiers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline</td>
</tr>
<tr>
<td>clean</td>
<td>95.11%</td>
</tr>
<tr>
<td>$\epsilon = 0.01$</td>
<td>94.09%</td>
</tr>
<tr>
<td>$\epsilon = 0.05$</td>
<td>69.83%</td>
</tr>
<tr>
<td>$\epsilon = 0.1$</td>
<td>45.47%</td>
</tr>
<tr>
<td>$\epsilon = 0.5$</td>
<td>0.23%</td>
</tr>
<tr>
<td>$\epsilon = 1$</td>
<td>0%</td>
</tr>
</tbody>
</table>

In the second case, we used the one step target class method with the least likely class as the target class to compute adversarial examples for both training and testing. Table IV shows the accuracy of the baseline model and an adversarially trained model. Compared to the adversarial training using the FGSM method, the one step target class method has improved the model performance at smaller values of $\epsilon$ but at larger values, the performance has decreased significantly.

Finally, in the third case, we tested the robustness of adversarially trained models $M1$ (trained using fast gradient sign method) and $M2$ (trained using one step target class method) on the adversarial examples computed using the basic iterative method with least likely class as the target class. Table V shows the result. As expected the iterative method was able to degrade the performance of both $M1$ and $M2$ severely at higher values of $\epsilon$. This shows that iterative methods are more competent at finding adversarial examples that can fool a model with high confidence.

IV. CONCLUSIONS AND FUTURE WORK

In this paper, we introduced the Adar computational framework for computing adversarial examples for inertial sensor-based activity recognition systems. We investigated different gradient-based evasion attack methods and showed that even computationally simple attack methods can significantly degrade the performance of the activity recognition models. In particular, we found that the accuracy of the deep neural networks trained on the features data decreased from 95.2% to 3.4% and the accuracy of the convolutional neural network trained on the window segments of sensor signal decreased from 93.1% to 16.8%. We also showed the transferability of untargeted attacks in the feature domain and found that the k-nearest neighbor and decision tree classifiers were more robust compared to the other classifiers at all values of $\epsilon$.

We observed that adversarial training provides robustness to adversarial examples generated using one-step attack methods, but fails against iterative attack methods. In the worst case with adversarial training the robustness of the deep neural networks increased by 49.1% but at the same time suffered a loss in accuracy by 13.2% on clean test samples.

Our results in this paper have extremely important implications in behavioral medicine and mobile health, where detecting human behavior is at the center of clinical interventions. The vulnerability of activity recognition models to adversarial examples not only jeopardize the validity of behavioral interventions that rely on accurate detection of physical and behavioral context such as dietary intake, medication adherence, opioid dependence, smoking behavior, hydration status, and physical activity but also opens up risk points that can have serious impacts on people lives. In this work, we only scratched the surface studying the consequences of adversarial examples in human activity recognition systems, and there remains a need to fully understand and define adversarial attacks for HAR systems in a much greater extent. From the lack of standardization to the nature of the HAR systems, the topic of adversarial example has many facets in activity recognition models. The results of our work also ask many important questions. Should we consider the CNN model more important?
the CNN models were more robust compared to DNN models and also has an advantage of learning features and classifier directly from the sensor data? We also showed the existence of adversarial signals using CNN models. This opens up newer dimensions in the study of adversarial attacks because the ability to generate adversarial examples at the raw signal level implies that many other data processing blocks such as segmentation and pre-processing are also vulnerable to adversarial attacks. This suggests that the study of adversarial attacks in the context of sensor-based systems need to extend beyond conventional feature-level attacks. What are ramifications of adversarial signals and how can we use the information from the adversarial signals to impact the sensor system remains an open question. Some of the limitations of our work are as follows:

1) Since there are no standard datasets and activity recognition models we have carried out our experiments with simple models built from scratch and trained on a single dataset. A follow up on our work can show the effects of adversarial examples on activity recognition models with multiple datasets.

2) In our experiments, we have only considered the whitebox attack setting. A follow up on our work will be to design adversarial attacks on activity recognition models in the black-box setting.

ACKNOWLEDGMENT

This work was supported in part by the United States National Science Foundation under grant CNS-1750679. Any opinions, findings, conclusions, or recommendations expressed in this material are those of the authors and not necessarily reflect the views of the funding organizations.

REFERENCES


